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Most of the software that we depend upon, including operating systems, communication stacks, file
systems, databases, and embedded control software, is coded in low-level, error prone languages such
as C and C++. These languages are reasonably portable and provide direct access to hardware and
software resources with minimal overhead. But because they fail to enforce even the simplest of
abstractions, we continue to be subjected to well-known attacks such as buffer over-flows.

In principle, higher-level languages, such as Java and C#, can help to stop these attacks through
a combination of static and dynamic type-checking. In practice, Java-like languages are ill-suited
for many domains because of the high space and time overheads. Even where performance isn’t a
problem, re-coding existing C software in a higher-level language can cost too much—who wants to
pay to re-code the 50 million lines of code in Windows? Furthermore, a modern Java run-time system
includes well over a half million lines of (error-prone) C code. Finally, a type system such as Java’s
only offers a relatively weak safety guarantee. So what assurance do we really gain by (re)writing
software in Java?

We will talk about a range of language, compiler, and verification techniques that can be used to
address safety and security issues in systems software today. Some of the techniques, such as software
fault isolation, are aimed at legacy software and provide relatively weak but important guarantees,
and come with significant overhead. Other techniques, such as proof-carrying code, offer the potential
of fine-grained protection with low overhead, but introduce significant verification challenges. None
of these approaches is a panacea, but each offers some insight into practical approaches to software
security.

References for the topics that we will address include the following:
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