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Software is becoming increasingly complex. For system-level programmers, the transition of hard-
ware providers to multi-core architectures exposes new sources of complexity. Additional com-
plexity is introduced by systems using heterogenous concurrency and massively data-parallel ar-
chitectures such as GPUs. For application-level programmers, the proliferation of libraries and
frameworks, intended to reduce complexity, often requires programmers to be aware of intricate
library internals for effective and correct usage of the library. Furthermore, despite the ability to
hide some aspects of concurrency in the library, even application- level programmers might still
need to reason about atomicity (e.g.,[8]).

Despite significant progress in automatic checking and verification tools (e.g., [2, 1]), such tools
can only be applied after the code is written and may be broken in a fundamental manner.
This motivates us to explore software synthesis techniques that assist a programmer during the
development process.

In this lecture series, we will focus on synthesis techniques that use abstract interpretation [3].
Abstract interpretation provides a framework for sound static (compile-time) reasoning about
realistic programs by over-approximating their runtime behaviors. We will first survey basic ideas
from abstract interpretation in the context of practical program analysis, and then employ these
ideas in program synthesis.

We will present a framework for synthesizing efficient synchronization in concurrent programs,
a task known to be difficult and error-prone when done manually. The framework is based on
abstract interpretation and can infer synchronization for infinite state programs. Given a program,
a specification, and an abstraction, we infer synchronization that avoids all (abstract) interleavings
that may violate the specification, but permits as many valid interleavings as possible. We will
show application of this general idea for automatic inference of atomic sections [9] and memory
fences [4-6] in programs running over relaxed memory models. Then, we will present a framework
for synthesis of code using libraries, based on combination of results from semantic code search
[7]. Finally, we will discuss some interesting directions for future research.
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